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Growth determinants analysis.
A combination of Traditional and Bayesian Approach

A. DRAMAIS.

1. Introduction
The empirical approach to the determinants of growth is well present in the literature on economic growth since 1985
 in the wake of the seminal works presented by Roger Kormendi & Philipp Meguire (1985), Kevin Grier and Gordon Tullock (1989) and Robert Barro (1991).

The basic idea is to run cross-country regressions on what is considered by the author(s) as the most relevant indicators correlated with economic growth, such as education, high tech production, market distortions, taxes, etc.. The problem is that the number of such indicators becomes quickly extremely large and "choices" have to be made on as an objective basis as possible.

In 2004, an analysis was published by Prof. X. Sala-i-Martin (Columbia Univ., N.Y.) et al. using a Bayesian averaging of OLS estimates: in other words, estimate by panel regression all (or a substantial subset of all) possible models embedding k explanatory variables and by a suitable Bayesian analysis extract the most relevant variables from a large dataset, the dependant variable being the average annual growth of GDP per capita over some period. 
This choice of explanatory variables by Bayesian analysis knew indeed a considerable development in recent year given the considerable increase in computer power: all this techniques are much more computer-time intensive than standard econometric regressions (see Edward George and Robert McCulloch (1997) for a survey of the major Bayesian approach in this field)
Sala-i-Martin used a data set with 67 explanatories for 88 countries built so as to have roughly the same number of observations over the period 1960-1996 (which excludes Planified economies since they have no GDP data before 1991 (at the soonest…) as well as popular indicator of corruption, economic freedom, etc. the publication of which started only in the late seventies or eighties). It includes also a large number of dummy variables.
After running about 89 million OLS regressions, he arrives at the somewhat depressing conclusion that in order to maximise the growth of your GDP per capita you had better be born in South-East Asia rather than in Africa or Latin America
…

The methodology however is interesting and worth a try on another database. The present paper is based on an OECD database covering the 30 OECD Member countries with about 50 variables. 

This study will first explore the data with standard econometric and statistical instruments in order to have a more precise idea of the properties of the data. In the second part, we will turn towards the Bayesian approach.

In terms of country coverage, the analysis was first limited to the initial Euro area (12 countries)  and extended later on to the most developed countries of the OECD (Euro area + DK, SE, UK, US, JA, CA, AU; NZ, CH, NO, IS).
II. Preliminary data analysis

2.1. The data
The data are given as five-year averages over six sub-periods i.e. 1976-80, 1981-85, 1986-90, 1991-95, 1996-2000 and 2001-2005. The maximum number of panel observations is thus 30 countries times 6 sub-periods = 180 observations.

However looking closely at some variables, it is quite clear that the sample is full of holes: on 50 variables only six demographic variables show a full sample for all countries.
Besides, although the OECD was at the origin a reasonably coherent whole, successive enlargement have increased the heterogeneity with Mexico, South-Korea, Turkey, Poland, Czech Republic, Hungary, Slovakia. The last four, in particular only have data in most variables for the last three sub-periods and sometimes only for one . Thus, trying to use all the countries would severely reduce the sample in most regressions to two or even only one sub-period.
Therefore a first test was built for the twelve Euro-zone countries (in 2006) only. 

The number of panel observation is thus now 12 countries * 6 sub periods = 72 obs.

In the sub-sample, it also appeared that three variables are redundant and can be suppressed, which leaves 47 explanatories + the lagged log level of per capita income, which is usually used in growth studies, on the rationale that starting points matter.
2.2. Statistical analysis.
2.2.1 Correlations

I started with simple correlations between the growth of GDP per capita and successively each of the 47 retained variables, knowing of course that correlation does not mean causality and may also be spurious. Results are in table one, with the definition of the variables.
Table 1. Simple correlations between y/cap growth and 47 explanatory variables

	ictvainnfb
	0.750
	Share of ICT value added in business V.A.

	fdiy
	0.538
	Net foreign direct investment as a % of GDP

	htx
	0.504
	Share of high-tech exports in total exports

	fdii
	0.495
	Foreign direct investment as a % of total investment 

	fraser
	0.490
	Fraser index of economic freedom

	smc
	0.420
	Market capitalisation of listed companies (% of GDP)

	fdigrossy
	0.419
	Gross foreign direct investment as a % of GDP

	fraseravg
	0.395
	Average of Fraser index

	open
	0.375
	Degree of openness (exports + imports)/GDP

	tdir
	0.295
	Direct taxes  (% of current public revenue)

	frasercpdavg
	0.271
	Fraser index of regulation on credit, labour and business avg

	Deprat2060
	0.248
	Population 0-20/population 20-60

	gfcf
	0.244
	Gross fixed capital formation (% of GDP)

	frasercpd
	0.244
	Fraser index of regulation on credit, labour and business

	ictinv
	0.239
	ICT investment in % of non-residential investments

	Deprat1564
	0.231
	Population 0-15/population 15-64

	tot
	0.214
	Terms of trade index (1995=100)

	cred
	0.122
	Domestic credit to the private sector (% of GDP)

	Deprat4060
	0.121
	Population 0-40/population 40-60

	popgrowth
	0.114
	Average annual rate of growth of total population

	kcg
	0.101
	Public investment (% of total expenditures)

	Deprat3060
	0.093
	Population 0-30/population 30-60

	trf
	0.091
	Subsidies and other current transfers (% of total expenditures)

	tind
	0.051
	Indirect taxes (% of current revenue)

	tax
	0.040
	Tax revenues (% of GDP)

	rg
	0.027
	Current public revenues (% of GDP)

	educ
	0.019
	Total public expenditures on education (% of GDP)

	software
	-0.002
	Investment in software (% of GDP)

	scesstds
	-0.008
	Science and engineering students (% of tertiary students)

	rdexp
	-0.023
	Gross expenditures on R&D (% of GDP)

	serv
	-0.030
	Value added of services (% of GDP)

	exp1ry
	-0.045
	Expenditures per student, primary (% of GDP per capita)

	tarif
	-0.045
	Taxes on international trade (% of current revenue)

	intg
	-0.047
	Interest payment on public debt (% of total expenditures)

	Exp3ry
	-0.063
	Expenditures per student, tertiary (% of GDP per capita)

	rdl
	-0.066
	Total R&D employment (% of total employment)

	Role3ry
	-0.104
	Total tertiary enrolment in total relevant age group 

	Exp2ry
	-0.125
	Expenditures per student, secondary (% of GDP per capita)

	or
	-0.149
	Non-tax revenues (% of current revenue)

	patentsepo
	-0.156
	Number of patent application to the EPO

	patentsuspto
	-0.165
	Number of patents granted by the US PTO

	cpistd
	-0.176
	Variability of inflation (standard deviation of CPI)

	teg
	-0.182
	Total public expenditures (% of GDP)

	debt
	-0.183
	Gross public debt (% of GDP)

	pop
	-0.203
	Level of total population

	ssc
	-0.228
	Social security contributions (% of current revenue)

	cg
	-0.238
	Public consumption (% of GDP)


This simplistic table already raises important issues:
On the positive side: both the top and the bottom of the table could be expected. ICT and FDI are on the top of the positive correlation, as well as the synthetic Fraser indices measuring the degree of economic freedom or regulation on specific markets, together with more traditional variables like the degree of openness or terms of trade. Population growth and public investment are also positive together with the youth dependency ratios. Conversely, the most negative elements are relative to the importance of the public sector (public consumption is massively formed of the wages of civil servants and is thus a proxy for the size of government in the economy). Similarly, social security contributions are de facto a tax on labour use, public debt eats up resources that would be more profitably invested in productive activities, a stable inflation rate is preferable to a volatile one, etc..
On the surprising side: software and R&D expenditures are very weakly but negatively related to growth and the same holds for patents-related variables and for the share of services in value-added. Finally, a sample-dependant correlation may be at work for the population level: population growth is positively correlated but not population level. Now of course it so happened that the most populated countries of the Euro area (D, F, I) had a rather dismal growth performance compared to the small ones!
On the negative side: practically all the education-related variables are negatively correlated with  growth which is a bit sad in terms of the Lisbon agenda…This however may be a question of definition since here they are nearly all defined in expenditure terms.(see also Angel de la Fuente & Rafael Doménech, (2006) about the impact of the lack of quality in education data in empirical growth analysis) There are also clearly signs of reverse causality: given the progressivity of direct taxes, the share of direct taxes in current receipts tends to increase when growth (and tax returns) is strong, hence the positive correlation. The same plays probably also for indirect taxes. Since these two categories form the bulk of current tax revenue, the tax variable is also positively correlated.
As a second step I computed the cross-correlation matrix between the 47 explanatory variables. The matrix is too big for being easily presented but it shows that some variables are highly intercorrelated.
As a kind of synthetic view I have computed the average of the absolute values
 of the cross-correlation between each variable and all the others, ranked by decreasing order in table 2 hereunder

Table 2. Average of the absolute values of the cross-correlations between the explanatory variables

	Variables
	Average absolute cross-correlation

	frasercpdavg
	0.604

	frasercpd
	0.558

	patentsuspto
	0.587

	htx
	0.577

	patentsepo
	0.568

	fraseravg
	0.563

	cg
	0.555

	rdexp
	0.534

	kcg
	.0532

	open
	0.532

	Exp3ry
	0.531

	rg
	0.520

	scesstds
	0.517

	fraser
	0.511

	smc
	0.504

	tax
	0.503

	trg
	0.499

	cpistd
	0.499

	fdigrossy
	0.491

	ictvainnfb
	0.480

	software
	0.479

	rdl
	0.479

	Deprat3060
	0.469

	ictinv
	0.465

	intg
	0.458

	educ
	0.455

	fdii
	0.443

	fdiy
	0.440

	Exp2ry
	0.435

	Deprat4060
	0.432

	cred
	0.430

	Role3ry
	0.423

	serv
	0.420

	teg
	0.414

	tind
	0.374

	Exp1ry
	0.358

	ssc
	0.333

	tot
	0.311

	Deprat1564
	0.305

	or
	0.295

	gfcf
	0.277

	pop
	0.267

	Deprat2060
	0.235

	tarif
	0.228

	debt
	0.218

	tdir
	0.216

	popgrowth
	0.205


The table is difficult to interpret but shows that on the whole, public variables and demographic variables are not much correlated with the others. On the other hand, as the various Fraser indices are composite indicators, they are highly correlated with other variables which are in fact used as components of the Fraser indices. In future regression analyses, it would therefore be “either or” if one wants to avoid serious colinearity problems.
2.2.2. Principal components analysis

These relations may be illustrated by a final statistical analysis, the computation of principal components from the moment matrix of the variables.

From these one can derive the proportion of the variance of the dependent variable (average rate of growth of real GDP per capita) explained by the most significant components.

The analysis was made with the relevant instructions of Rats 6.0 for Windows.

As could be expected from the cross-correlation matrix, the sample is indeed highly colinear since the first five orthogonal components explain about 95 % of the variance of y/cap growth (of which 65% for the first) and the first nine explain nearly 100%, the contribution of the 38 following ones ranging from 4.0.10-15 to 3.4.10-20…

Table 3. Principal components analysis.

(Percentage of the variance of y/cap explained by the first nine components)


[image: image1.emf]Components Cumulation

0,654 0,654

0,1869 0,8409

0,0575 0,8984

0,0244 0,9228

0,0211 0,9439

0,0182 0,9621

0,0177 0,9798

0,0115 0,9913

0,0078 0,9991


2.2.3. Selected panel regression.

The correlation analysis gives an idea of the relations between the dependent and the explanatory variables but not of the significance of that relation. In a first approach I have thus regressed the average rate of growth of real GDP per capita on each of the 47 explanatories with a panel regression of the form
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with i = 1,…,12 the countries and t = 1,…,6 the sub-periods and s the specific explanatory variables.
The regressions are presented in table 4 hereunder ranked by decreasing t-test. The last column gives the significance levels of the t-ratio.

Compared to table 1, the ranking of variables does not vary much at the top and bottom of the table but more around the middle

The importance of ict and fdi for growth seems to be confirmed here since all these variables are significant at the 1% level. The same appears for the Fraser index
Similarly, the share of high tech exports and the degree of openness are significant at 5%

As could be expected the reverse causality between growth of y/cap and direct taxes appear very clearly here. Indirect taxes however fall into insignificance

At the other end, total government expenditures in GDP becomes the most significant variable together with public consumption and non-tax receipt

Finally, demographic variables and patents, software, R&D and education related variables are all insignificant.

It should of course be noted that the corrected R² are very low in most of the regressions confirming that there are missing variables.
As said above, in standard growth model the former period level of income per capita is usually added in the regression under the assumption that the departure point matters.

These regressions are given in table 5 ranked in the same way than in table 4 to see whether this refinement would have an impact on the ranking of the explanatory variables.

Since practically all variables are in rate of growth or ratios in percentage points, all coefficients are pseudo-elasticities so the lagged average level of per capita income was taken in logs.

Once again the ranking was hardly changed, except that the "total insignificance band (α > 50%)” is somewhat smaller. The coefficient of [log (y/cap lagged)] is never significant which may be a problem with the panel regression approach when country effects are put into the residual structure. Indeed, in such an analysis, problems always appear when using the lagged dependent variable among the regressors. This is not the case here but rates of growth and levels are of course related by a log-linear relation.
.
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             (variables are ranked by decreasing values of the t-tests)

Coeff, STd error t-test corrected R² Significance α test

ictvainnfb 0,0072 0,0014 5,350 0,843

fdiy 0,4090 0,0886 4,613 0,346

fdii 0,1012 0,0244 4,146 0,327 α ≤ 1%

fraser 1,1642 0,2867 4,061 0,296

fdigrossy 0,1339 0,0379 3,530 0,149

fraseravg 0,9002 0,2693 3,343 0,127

smc 0,000143 0,000046 3,117 0,364

ictinv 0,0174 0,0060 2,900 0,448

htx 0,0864 0,0313 2,758 0,424

open 0,0681 0,0296 2,296 0,321 α ≤ 5%

tdir 0,0653 0,0290 2,252 0,132

frasercpdavg 0,5925 0,2903 2,041 0,163

gfcf 0,1810 0,0980 1,934 0,197 α ≤ 10%

frasercpd 0,4974 0,2731 1,821 0,248

tot 0,0410 0,0276 1,487 0,147 α ≤ 20%

rdexp 0,9046 0,6789 1,333 0,345

tind 0,0350 0,0321 1,091 0,259

cred 0,0079 0,0088 0,895 0,165 α ≤ 50%

rdl 0,0852 0,0962 0,886 0,288

software 0,0090 0,0111 0,814 0,275

kcg 0,0511 0,0719 0,711 0,147

popgrowth 0,2830 0,5250 0,540 0,151

trf 0,0101 0,0212 0,474 0,171

role3ry 0,0038 0,0168 0,228 0,217

scesstds -0,000031 0,0320 -0,001 0,129

serv -0,0001 0,0380 -0,002 0,156

tax -0,0021 0,0424 -0,049 0,206 α > 50% !!

deprat2060 -0,0026 0,0136 -0,193 0,245

exp1ry -0,0240 0,0820 -0,294 0,159

intg -0,0102 0,0324 -0,313 0,145

educ -0,0720 0,2080 -0,344 0,202

deprat3060 -0,0054 0,0116 -0,471 0,230

deprat1564 -0,0118 0,0234 -0,506 0,259

rg -0,0236 0,0446 -0,534 0,242

patentsepo -0,0001 0,0001 -0,610 0,269

deprat4060 -0,0045 0,0072 -0,624 0,248

patentsuspto -0,0001 0,0002 -0,676 0,281

exp2ry -0,0470 0,0480 -0,976 0,144 α ≤ 50%

exp3ry -0,0200 0,0200 -0,992 0,222

tarif -0,0977 0,0917 -1,066 0,227

pop -0,0001 0,0001 -1,348 0,149 α ≤ 20%

debt -0,0088 0,0060 -1,477 0,165

ssc -0,0303 0,0185 -1,639 0,145 α ≤ 10%

cpistd -0,2890 0,1610 -1,796 0,244

or -0,1682 0,0795 -2,116 0,303 α ≤ 5%

cg -0,2261 0,0970 -2,332 0,323

teg -0,1058 0,0380 -2,783 0,369 α ≤ 1%
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               (variables are ranked by decreasing t-test on the retained explanatory variable,)

Coeff, STd error t-test Ln(Y/cap lagged) STd error t-test corrected R²  α test

ictvainnfb 0,0081 0,0013 6,165 0,0298 0,0167 1,783 0,888

fdiy 0,423 0,093 4,536 -0,0051 0,0057 -0,876 0,414

fdii 0,1076 0,026 4,133 -0,0057 0,0063 -0,897 0,398

fdigrossy 0,1473 0,0403 3,852 -0,0106 0,0069 -0,793 0,379 α ≤ 1%

fraser 1,361 0,373 3,651 -0,0046 0,007 -0,651 0,361

smc 0,00015 0,00005 3,084 -0,003 0,0073 -0,409 0,385

fraseravg 0,922 0,314 2,931 -0,00229 0,00558 -0,411 0,202

ictinv 0,0212 0,0075 2,827 -0,0099 0,0108 -0,915 0,436

open 0,074 0,033 2,215 -0,0019 0,0098 -0,197 0,313

tdir 0,0691 0,0322 2,144 -0,0019 0,0057 -0,341 0,145 α ≤ 5%

htx 0,1092 0,0525 2,075 -0,0076 0,0137 -0,552 0,516

gfcf 0,2027 0,1006 2,013 0,005 0,0063 0,794 0,237

frasercpdavg 0,732 0,367 1,994 -0,0051 0,0071 -0,705 0,204 α ≤ 10%

frasercpd 0,601 0,321 1,874 -0,0039 0,0065 -0,609 0,151

tot 0,0399 0,0298 1,339 -0,00011 0,00621 -0,018 0,158 α ≤ 20%

tind 0,0436 0,0336 1,294 0,0066 0,0077 0,847 0,257

rdexp 0,731 0,696 1,049 0,0112 0,0118 0,953 0,351

kcg 0,081 0,087 0,926 0,0061 0,0073 0,831 0,209 α ≤ 50%

cred 0,0076 0,0089 0,845 0,0021 0,0059 0,351 0,154

rdl 0,0788 0,0978 0,806 0,0072 0,0104 0,691 0,289

software 0,0097 0,0122 0,795 0,0059 0,0099 0,596 0,299

popgrowth 0,2915 0,5355 0,544 0,00344 0,0062 0,549 0,165

trf 0,0069 0,0233 0,296 0,0024 0,0066 0,357 0,178

role3ry 0,00329 0,0188 0,174 0,0033 0,008 0,409 0,222

scesstds 0,00058 0,03244 0,0179 0,00049 0,00608 0,081 0,136

serv -0,0066 0,0507 -0,131 0,0047 0,0095 0,495 0,222 α > 50% !!

exp1ry -0,0226 0,0843 -0,269 -0,0011 0,0076 -0,148 0,145

pop -0,00025 0,00063 -0,403 0,0098 0,0123 0,805 0,215

intg -0,0149 0,0367 -0,407 0,0042 0,0071 0,585 0,206

educ -0,0958 0,2146 -0,446 0,0035 0,0068 0,517 0,211

patentsepo -0,000077 0,000127 -0,609 0,0136 0,0106 1,291 0,338

deprat2060 -0,0123 0,0189 -0,649 0,00204 0,0117 0,173 0,263

tax -0,0439 0,0617 -0,712 0,0082 0,0096 0,857 0,252

patentsuspto -0,00014 0,0002 -0,713 0,0135 0,014 1,299 0,339

deprat4060 -0,0075 0,0089 -0,839 0,00066 0,00997 0,067 0,263 α ≤ 50%

tarif -0,0979 0,1006 -0,973 0,00042 0,00715 0,058 0,218

deprat1564 -0,0313 0,0319 -0,982 0,000054 0,01183 0,005 0,278

exp3ry -0,0241 0,0218 -1,103 0,0015 0,0081 0,188 0,241

exp2ry -0,0574 0,0509 -1,127 0,0035 0,0066 0,529 0,174

debt -0,0119 0,006 -1,198 0,0075 0,00053 1,408 0,201

deprat3060 -0,0251 0,0201 -1,252 -0,0077 0,0153 -0,504 0,284

rg -0,0795 0,0591 -1,346 0,0118 0,0099 1,185 0,281 α ≤ 20%

cpistd -0,362 0,191 -1,905 -0,001 0,008 -0,516 0,274 α ≤ 10%

ssc -0,0382 0,0191 -1,997 0,0064 0,0056 1,139 0,124

or -0,175 0,0817 -2,143 0,0013 0,0072 0,181 0,305 α ≤ 5%

cg -0,262 0,101 -2,581 0,00884 0,0079 1,062 0,339

teg -0,142 0,041 -3,519 0,0154 0,0085 1,801 0,421 α ≤ 1%


Regression tests with two explanatories and the lagged level of per capita income in logs

As a final preliminary step, I have made some two-variables regressions.

The dependant variable is always the five year average rate of growth of per capita real GDP during the successive five-year periods.

Table 6. Combination of the most significant positive variable   ICTVAIINFB with the most significant negative ones, successively TEG, CG, OR, CPISTD, SSC and DEBT, some with and some without constant.
( T-tests are given below the coefficients. Those non significant at 5% are in red)
	Constant
	ictvaiinfb
	teg
	Ln(ycaplag)
	Rbar²

	-0.0083
	0.0064
	-0.1967
	0.0215
	0.899

	0.172
	5.495
	2.528
	1.842
	

	
	ictvaiinfb
	teg
	Ln(ycaplag)
	Rbar²

	
	0.0063
	-0.207
	0.020
	0.904

	
	5.977
	3.918
	2.317
	

	constant
	ictvaiinfb
	cg
	Ln(ycaplag)
	Rbar²

	-0.0409
	0.0074
	-0.333
	0.0259
	0.8883

	0.582
	5.483
	1.476
	1.585
	

	
	ictvaiinfb
	cg
	Ln(ycaplag)
	Rbar²

	
	0.0070
	-0.435
	0.019
	0.8888

	
	5.631
	3.106
	1.667
	

	constant
	ictvaiinfb
	or
	Ln(ycaplag)
	Rbar²

	-0.1256
	0.0084
	-0.1997
	0.0362
	0.909

	2.470
	6.960
	1.319
	2.004
	

	constant
	ictvaiinfb
	cpistd
	Ln(ycaplag)
	Rbar²

	-0.1419
	0.0083
	0.1035
	0.036
	0.887

	2.525
	6.239
	0.301
	1.803
	

	
	ictvaiinfb
	cpistd
	Ln(ycaplag)
	Rbar²

	
	0.0079
	-0.322
	-0.0124
	0.839

	
	5.978
	1.072
	2.207
	

	constant
	ictvaiinfb
	ssc
	Ln(ycaplag)
	Rbar²

	-0.1668
	0.0080
	-0.2138
	0.0702
	0.921

	2.668
	6.480
	1.607
	2.885
	

	constant
	ictvaiinfb
	debt
	Ln(ycaplag)
	Rbar²

	-0.1506
	0.0074
	0.0241
	0.0379
	0.921

	3.352
	7.025
	0.921
	2.222
	


So, only one relation has all coefficients significant i.e. the one linking growth of GDP per capita to the share of ICT value added in business sector value added, total public expenditures as a % of GDP and the log level of average GDP per capita in the former sub-period, without constant. The other « negative » variables may produce a higher R² but are practically never significant although they have the right sign except the public debt variable which remains wrongly signed even in a regression without constant, contrarily to the standard deviation of inflation. It also appears that the coefficient of ICTVAIINFB is quite stable between regressions.
I also made regressions replacing ictvaiinfb with the second-best variable fdiy. Best results were obtained with teg as second variable but the ycaplag variable is never significant and the corrected R² are much lower, at 0.526 maximum
ycapgrowth = 0.052 + 0.394*fdiy – 0.088*teg + 0.0021*Ln(ycaplag)       Rbar² = 0.526


          (4.222)   (4.714)         (2.924)
      (1.025)
In all other regressions, the coefficient of the negative variable is never significant.

Finally, I replaced fdiy by fraser, smc and open with the same conclusion: in all cases the best results are obtained with teg as negative variable but the lagged level of the GDP per capita is never significant and corrected R² are below. 0.50

ycapgrowth = -0.011 + 1.335*fraser – 0.110*teg + 0.0019*Ln(ycaplag)          Rbar² = 0.483


            (0.474)     (3.570)            (3.093)        (0.253)

ycapgrowth = 0.053 + 0.00015*smc – 0.109*teg + 0.004*Ln(ycaplag)             Rbar² = 0.499


          (2.620)  (3.126)              (2.921)        (0.522)

ycapgrowth = 0.044 + 0.085*open – 0.159*teg + 0.0066*Ln(ycaplag)              Rbar² = 0.483


           (2.11)   (3.319)            (4.216)        (0.824)

Some tests with more explanatory variables (6 plus constant) were somewhat futile since:
· Ictvaiinfb and teg dominates the picture and are highly significant

· When combined with ictvaiinfb and teg the other most significant explanatory variables (positive and negative) became highly unstable in terms of sign and/or significativity despite R² > 0.99 showing severe problems of colinearity.
· Multicolinearity is also strongly in evidence between the Fraser indices (when used) and other positive variables

Thus, at first glance for the Euro zone, a Sala-i-Martin analysis will probably return more than a dozen variables significant for growth (either positively or negatively) but the number of independent variables affecting growth in a significant way, either positively or negatively, is likely to be small, as hinted by the principal component analysis.
The extension of the sample to the developed OECD members ( 23 countries rather than 12) leads to the same results : the order of significance remains practically unchanged  as well as the high degree of multicolinearity. (see annex).
III. Bayesian model-selection analysis.

3.1. Methodology.

As said in the introduction, the major issue is the choice of a subset of "relevant" growth indicators among all possible explanatory factors of growth at the world level.

This is of course strictly a small sample problem: if we had enough observations, the coefficient of the variables that do not "belong" to the regression would converge towards zero in an all-encompassing analysis. But of course this is cold comfort since, in most cases, we simply do not have enough data.
The Bayesian approach states that, in fact we do not know what the "true" model is but we can attach probabilities to all of them and apply what is known now as Bayesian Model Averaging techniques. The basic ideas are far from new since they go back (at least) to Harold Jeffrey (1961) and were fleshed out by Edward Leamer (1978).

The problem of size is however also present in the Bayesian approach: in principle we should specify prior statistical distributions on all the possible parameters conditional on each possible model. Now when the number of explanatory variable K is large, the number of possible linear model, 2K becomes intractable (in our case 247 is equal to 1.4.1014 which makes fully specified priors impossible).
The method proposed by Sala-i-Martin (2004) is the following:
The basic Bayes rule is 

g(β│y) = 
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where g(β) is the prior density of a parameter vector β interpreted as the researcher's information about β prior to seeing the data, f(y│β) is the likelihood function summarizing the information about β contained in the data y, f(y) is the prior density of the data reflecting our opinion about the data and , finally, g(β│y) is the density of β conditional on the data and is called the posterior density. This relation is valid for any random variables y and β.
Model averaging is a special case of Bayes' rule: the parameter space can be divided into 2 regions M0 and M1. These regions could be hypothesis (e.g. β > 0 vs. β ≤0) or models (e.g. β1 = 0 and β2 ≠ 0 vs. β1 ≠ 0 and β2 = 0). Rewriting the Bayes' rule we get
g(β│y) =P(M0│y).
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where P(Mi│y) are the posterior probabilities of the regions which are used as weights in the summation. In this study the regions will be defined as alternative linear models where each model is a list of included variables with the coefficients of all the other possible explanatories being set to zero.

Now, of course we are still left with the problem of the number of prior densities to be specified. In that particular case, most authors use what is called diffuse priors (e.g. the uniform distribution when the parameter space is bounded). When the parameter space is unbounded one has to take some limit as the prior distribution becomes flat. An in-depth discussion of this issue can be found in Sala-i-Martin (2004).
At the end, it is possible to compute the posterior probability that a particular variable is in the regression (i.e. has a non-zero coefficient). This posterior probability of inclusion involves the sum of the posterior model probabilities (equation (3)) for all the models including that variable.

P(Mj│y) = 
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Where T is the sample size and SSEj the residual sums of squared errors under model j.

Bayes' rule still applies and the posterior density of a parameter is the average of the posterior densities conditional on the models as in equation (2) generalised to more than two models.

So     E(β│y) = 
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Where βe is the OLS or GLS estimates for β with the regressor set that characterises model j. 
A similar formula defines the posterior variance of β.

Var(β│y) = 
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The problem of size still remains, however since (3), (4) and (5) imply summations over 2K terms! Thus although each term only requires one OLS or GLS estimation, an exhaustive approach in our case would require 1.4 1014 regressions which is computationally impossible
.
Thus a sampling method has to be chosen.

Several were proposed in recent years like the Markov Chain Monte Carlo Model Composition (MC³) algorithm (David Madigan and Jeremy York, 1995), Stochastic Search Variable Selection (SSVS) (Edward George and Robert McCulloch, 1993) Gibb's Sampler-based selection methods (John Geweke, 1994). 
Sala-i-Martin (2004) proposes a "Stratified" Sampling Method but, more recently, David Nott and Robert Kohn (2005) proposed an adaptative sampling approach based on the Metropolis  (1953)-Hastings(1970) algorithm that makes use of the accumulated information collected during the sampling iterations.
The latter approach also seems particularly efficient where the sample is strongly affected by multicolinearity problems, which is definitely the case in the OECD sample.

The method was programmed in Mathematica 5.0
 but can also be done in Matlab for which the routines may be obtained from the authors.
In short, the computation starts with a 10.000 iterations "burn in" where the models are assumed to be equiprobable and are extracted on a purely random way. This provides a first estimate of the posterior probabilities which are then re-injected into the iteration process, replacing those computed during the burn in. The process is repeated until convergence is insured which required over 1.000.000 iterations, with an upgrade every 10.000 iterations
.

The system is assumed to have converged when the difference in the posterior probabilities in two successive runs and the difference in the estimated β become smaller than 10-4 . In order to make the β comparable, they were normalised by the ratio of the standard deviation of y to the standard deviation of the relevant x. They can thus be interpreted as β units of standard deviation of y per unit of standard deviation of x.
The optimal model size turns out to be 3.58 explanatories whereas in Sala-i-Martin it was 7.46. The method thus clearly recognises the colinear nature of the sample.
Thus a "sparse" model with three or maximum four explanatories is the most probable, given the data. The prior probabilities of inclusion are in is either 3/47 or 4/47 i.e. 0.0063 or 0.085.

A side bonus of the optimal number of explanatories is that it enables an exhaustive test: choosing k object in any order among K is ruled by the binomial coefficient K!/(k!.(K-k)!) which, for small k, is quite manageable. When k=4, the total number of possible regressions is 194580. Formulas (3) to (5) could thus be computed without any sampling. This test was highly conclusive since results hardly changed: the ordering remain the same and variations are limited to the third or fourth decimal in the β and Var(β). The sampling thus proved powerful and accurate.
Table 7. Results of the Bayesian analysis

	Variables
	Posterior probabilities
	Posterior estimates, β
	Posterior standard error, sβ
	Sign certainty probability

	ictvainnfb
	0.901
	0.0077
	0.0012
	0.999

	teg
	0.778
	-0.0195
	0.0063
	0.999

	Log(ycap)-1
	0.767
	0.0023
	0.010
	0.898

	fdiy
	0.605
	0.363
	0.103
	0.867

	cg
	0.500
	-0.188
	0.076
	0.923

	open
	0.388
	0.088
	0.023
	0.715

	fdii
	0.357
	0.0501
	0.0203
	0.800

	fdigrossy
	0.455
	0.100
	0.0332
	0.699

	smc
	0.300
	0.0002
	0.0001
	0.651

	fraser
	0.298
	0.752
	0.254
	0.800

	or
	0.200
	-0.154
	0.065
	0.750

	tot
	0.150
	0.042
	0.020
	0.600

	cpistd
	0.085
	-0.065
	-0.033
	0.751

	htx
	0.068
	0.091
	0.033
	0.601

	ictinv
	0.061
	0.0055
	0.0025
	0.666

	kcg
	0.059
	0.0782
	0.0388
	0.501

	ssc
	0.058
	-0.0255
	0.0128
	0.666

	fraseravg
	0.048
	0.301
	0.162
	0.789

	frasercpd
	0.046
	0.204
	0.108
	0.799

	frasercpdavg
	0.045
	0.201
	0.145
	0.798

	exp1ry
	0.039
	-0.0625
	0.0433
	0.251

	deprat2060
	0.035
	0.0100
	0.0652
	0.127

	deprat4060
	0.033
	-0.0025
	0.022
	0.195

	deprat1564
	0.032
	0.0110
	0.0100
	0.108

	deprat3060
	0.031
	0.0051
	0.052
	0.103

	software
	0.030
	0.0033
	0.035
	0.452

	gfcf
	0.029
	0.082
	0.064
	0.555

	tind
	0.025
	0.0287
	0.0198
	0.204

	debt
	0.024
	-0.0074
	0.075
	0.101

	rdexp
	0.023
	0.013
	0.010
	0.546

	tdir
	0.023
	0.0142
	0.0154
	0.201

	exp2ry
	0.022
	-0.0014
	0.0054
	0.054

	exp3ry
	0.020
	-0.0088
	0.0095
	0.100

	rg
	0.019
	-0.0224
	0.0354
	0.508

	educ
	0.018
	-0.0984
	0.0888
	0.205

	serv
	0.017
	-0.0186
	0.0345
	0.012

	rdl
	0.017
	0.0511
	0.0455
	0.455

	patentspo
	0.015
	-0.0001
	0.0005
	0.111

	patentsuspto
	0.014
	-0.0001
	0.0006
	0.101

	trf
	0.014
	0.0051
	0.0065
	0.655

	scesstds
	0.010
	0.0020
	0.0042
	0.701

	popgrowth
	0.010
	-0.0005
	0.0042
	0.054

	pop
	0.009
	-0.0004
	0.0051
	0.061

	rol3ry
	0.009
	-0.0001
	0.0012
	0.094

	tax
	0.009
	0.0003
	0.0023
	0.111

	tarif
	0.009
	-0.0133
	0.058
	0.254

	cred
	0.008
	0.0005
	0.0050
	0.266

	intg
	0.008
	-0.0099
	0.0101
	0.101


Sample: Euro area (72 observations maximum). Ranking by decreasing posterior probability
As expected at the end of section II, the Bayesian selection isolates the 14 most significant variables with ictvainnfb and teg clearly dominant. Afterwards, the probability of inclusion starts to fall rapidly but remains above its prior value down to cpistd and hpx. For all other variables, the posterior probability of inclusion remains below its prior equiprobable value.

One may also note some clustering of variables that are highly colinear. Finally, the sign probability fluctuates more and in some case shows that although a variable might not be statistically significant it may keep the "right" sign when appearing in various models.

IV. Conclusions.

The analysis of growth determinants is still a running project. The present exploration shows that the number of factor affecting growth may seem to be large but that it is difficult to find a large number of statistically significant factors when running a regression analysis. This, of course, does not mean that these non-significant factors have no influence at all but that it may just be difficult to measure. Similarly problem of measurement are clearly in evidence in the education variable. In the present analysis they are expressed in flow term  (budgetary expenditures per level of education) whereas the expression "human capital" translate quite well that education and knowledge have an accumulated stock nature which, as in physical capital, can become outdated, need "restructuration", etc. 
The measurement of human capital is thus definitely not a trivial problem and education statistics are unfortunately not as precise and/or continuous as one may want (cf. Angel de la Fuente (2006))
Finally, the Bayesian analysis, in that precise domain, is more a confirmation of results obtained by other techniques than a true breakthrough. It still remains extremely heavy in computer time and vulnerable to the "garbage in, garbage out" syndrome in the choice of priors, sampling methods etc. 

In the present case, however, the presence of clearly dominant variables and of multicolinearity was quickly recognised by the adaptive sampling method retained. In fact, when printing intermediate results, it appears that most of the time is taken by the lower part of the table, where probabilities become quite similar. A relaxation of the convergence criteria would thus seem in order. The latter conclusion seems also recognised by Sala-i-Martin: using a convergence threshold of 10-6, he needed 89 million regressions vs. 1.01 million in our analysis. In the statistical appendix of his paper, he recognised however that estimates based on 2 million regressions are quite close to those obtained in the 89 million run! Given that he had a significantly larger number of explanatory variables, the latter remark seems quite consistent with the result we obtained.
.
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Annex
The following tables contain the single regressions contained in table 3, 4 and 5 of the main note but on a sample containing all the developed countries of the OCDE i.e. EUR15 + USA, Canada, Japan, Australia, New-Zeeland, Switzerland, Norway and Iceland i.e. 23 countries x 6 observations = 138 observations maximum.

In table A2 and A3 ranking is based on the absolute value of the t-test so as to regroup the most significant factors, be them positive or negative.
Table A1 Principal Component analysis

	Components
	Contribution
	Accumulation

	1
	0.560
	0.560

	2
	0.187
	0.747

	3
	0.088
	0.835

	4
	0.058
	0..893

	5
	0.038
	0.931

	6
	0.027
	0.958

	7
	0.018
	0.976

	8
	0.012
	0.988

	9
	0.010
	0.998


So, the first 9 components explain practically 100% of the variance of y and the first six explain 96%. All the succeeding ones have contributions ranging from 3.5.10-13 to 5.2.10-19
           Table A2. Single regressions without the lagged dependant variable in log
	ycapgrowth
	Constant
	coeff,
	t-test
	R²corr,
	

	ictvainnfb
	-0,0343
	0,00668
	5,932
	0,791
	

	fdiy
	0,0172
	0,2788
	4,341
	0,325
	

	fdigrossy
	0,0176
	0,1014
	3,677
	0,299
	

	fdii
	0,0181
	0,0499
	3,378
	0,277
	

	smc
	0,0179
	0,000106
	3,367
	0,321
	α ≤ 1%

	or
	0,0361
	-0,143
	3,351
	0,343
	

	teg
	0,0537
	-0,0893
	3,341
	0,383
	

	open
	0,0033
	0,0737
	3,007
	0,338
	

	fraser
	-0,0084
	0,5225
	2,911
	0,269
	

	htx
	0,011
	0,0807
	2,891
	0,431
	

	cg
	0,0606
	-0,1965
	2,878
	0,343
	 

	tot
	-0,0078
	0,031
	2,016
	0,162
	α ≤ 5%

	ictinv
	0,0104
	0,0054
	1,941
	0,252
	

	kcg
	0,0171
	0,073
	1,848
	0,161
	α ≤ 10%

	ssc
	0,0297
	-0,0239
	1,761
	0,222
	

	fraseravg
	0,0045
	0,2966
	1,669
	0,194
	 

	exp1ry
	0,0326
	-0,0524
	1,619
	0,305
	

	gfcf
	0,0063
	0,0775
	1,587
	0,216
	

	tind
	0,0145
	0,0287
	1,441
	0,271
	

	rdexp
	0,0131
	0,451
	1,298
	0,295
	

	debt
	0,0244
	-0,0064
	1,201
	0,013
	

	frasercpd
	0,0095
	0,1956
	1,144
	0,185
	

	deprat2060
	0,0165
	0,0104
	1,052
	0,226
	α ≤ 50%

	frasercpdavg
	0,0099
	0,1856
	1,027
	0,179
	

	exp3ry
	0,0265
	-0,0094
	0,933
	0,146
	

	cpistd
	0,0237
	-0,0534
	0,899
	0,181
	

	tdir
	0,0179
	0,0138
	0,881
	0,268
	

	rg
	0,0306
	-0,0249
	0,875
	0,278
	

	educ
	0,0277
	-0,0979
	0,827
	0,173
	

	rdl
	0,0172
	0,0488
	0,744
	0,254
	

	serv
	0,0347
	-0,0196
	0,726
	0,159
	 

	software
	0,0195
	0,0029
	0,631
	0,181
	

	deprat1564
	0,0188
	0,0108
	0,623
	0,236
	

	Ycaplag
	0,0281
	-0,0019
	0,554
	0,163
	

	deprat4060
	0,0273
	-0,0019
	0,522
	0,207
	

	intg
	0,0238
	-0,0101
	0,396
	0,191
	

	trf
	0,0201
	0,0047
	0,319
	0,193
	

	tarif
	0,0227
	-0,0121
	0,275
	0,165
	

	patentsepo
	0,0219
	-0,000011
	0,266
	0,197
	

	pop
	0,0227
	-0,000004
	0,137
	0,203
	α > 50 %

	cred
	0,2218
	0,00049
	0,131
	0,164
	

	scesstds
	0,0209
	0,0017
	0,088
	0,139
	

	patentsuspto
	0,0217
	-0,0000012
	0,088
	0,181
	

	popgrowth
	0,0227
	-0,0268
	0,0813
	0,163
	

	deprat3060
	0,0221
	0,00042
	0,062
	0,1989
	

	exp2ry
	0,0233
	-0,0012
	0,0583
	0,176
	

	role3ry
	0,0226
	-0,00045
	0,051
	0,203
	

	tax
	0,0224
	0,00032
	0,012
	0,243
	

	Sample: EUR15+US,JA,CA,CH,NO,IS,AU & NZ = 138 obs. max.
	


Table A3. Single regressions with the lagged dependant variable level in log
	ycapgrowth
	Constant
	Variable
	T-test
	log(y/cap) lagged
	T-test
	R² corr,
	 

	ictvainnfb
	-0,061
	0,0076
	6,124
	0,0067
	0,566
	0,816
	

	fdiy
	0,0451
	0,343
	5,141
	-0,0104
	1,967
	0,422
	

	fdigrossy
	0,0528
	0,1417
	4,819
	-0,0132
	2,261
	0,411
	

	fdii
	0,0397
	0,0628
	4,063
	-0,0081
	1,578
	0,364
	α ≤ 1%

	smc
	0,0445
	0,00014
	3,861
	-0,0098
	1,909
	0,417
	

	teg
	0,0539
	-0,1115
	3,824
	0,0027
	0,424
	0,399
	

	fraser
	0,0042
	0,781
	3,623
	-0,01
	1,907
	0,348
	

	or
	0,0349
	-0,144
	3,351
	0,00046
	0,103
	0,339
	

	open
	0,0158
	0,0943
	3,317
	-0,0064
	0,957
	0,354
	

	htx
	0,0536
	0,1352
	3,205
	-0,0175
	1,751
	0,521
	

	cg
	0,0628
	-0,199
	2,874
	-0,00063
	0,111
	0,338
	 

	tot
	-0,0012
	0,0349
	2,221
	-0,0037
	1,067
	0,157
	

	ictinv
	0,0244
	0,0075
	2,211
	-0,0066
	1,176
	0,229
	α ≤ 5%

	fraseravg
	0,0141
	0,502
	2,175
	-0,0079
	1,425
	0,285
	 

	frasercpd
	0,0173
	0,399
	1,772
	-0,0076
	1,322
	0,275
	

	ssc
	0,0374
	-0,0234
	1,731
	-0,0027
	0,663
	0,216
	α ≤ 10%

	kcg
	0,0173
	0,0727
	1,728
	-0,00086
	0,023
	0,163
	

	frasercpdavg
	0,0172
	0,422
	1,687
	-0,0084
	1,319
	0,279
	 

	exp1ry
	0,0271
	-0,0581
	1,652
	0,0023
	0,411
	0,291
	

	deprat4060
	0,0628
	-0,0077
	1,555
	-0,0074
	1,109
	0,289
	

	gfcf
	0,0098
	0,0756
	1,525
	-0,0011
	0,292
	0,211
	

	tind
	0,016
	0,0339
	1,506
	-0,0011
	0,199
	0,278
	

	deprat3060
	0,0701
	-0,0154
	1,416
	-0,0107
	1,232
	0,288
	

	rg
	0,0359
	-0,0502
	1,369
	0,00095
	0,143
	0,293
	

	rdexp
	0,0142
	0,478
	1,209
	-0,00056
	0,078
	0,288
	α ≤ 50%

	deprat1564
	0,0539
	-0,0306
	1,182
	-0,0075
	0,974
	0,289
	

	cpistd
	0,03207
	-0,0662
	1,074
	-0,0029
	0,726
	0,209
	

	role3ry
	0,0327
	0,0117
	0,987
	-0,0051
	0,786
	0,277
	

	exp3ry
	0,0309
	-0,0094
	0,953
	-0,0016
	0,446
	0,142
	

	tdir
	0,0253
	0,0147
	0,934
	-0,0028
	0,548
	0,263
	

	deprat2060
	0,0495
	-0,0142
	0,897
	-0,0067
	0,841
	0,281
	

	software
	0,0198
	0,0044
	0,818
	-0,00051
	0,085
	0,225
	

	debt
	0,0237
	-0,0051
	0,794
	0,00005
	0,011
	0,138
	

	educ
	0,0312
	-0,0884
	0,725
	-0,0014
	0,379
	0,171
	 

	rdl
	0,0134
	0,0445
	0,644
	0,0015
	0,235
	0,245
	

	trf
	0,0231
	0,0058
	0,382
	-0,0013
	0,325
	0,187
	

	cred
	0,0284
	0,0016
	0,362
	-0,0025
	0,642
	0,169
	

	intg
	0,0259
	-0,0094
	0,358
	-0,00079
	0,199
	0,202
	

	tarif
	0,0289
	-0,0158
	0,351
	-0,0022
	0,575
	0,178
	

	serv
	0,0325
	-0,0096
	0,295
	-0,0014
	0,293
	0,217
	

	tax
	0,0305
	-0,0068
	0,207
	-0,0022
	0,402
	0,255
	α > 50%

	patentsepo
	0,0157
	-0,000011
	0,194
	0,0022
	0,364
	0,288
	

	patentsuspto
	0,0159
	-0,000003
	0,167
	0,0021
	0,348
	0,287
	

	popgrowth
	0,0283
	-0,0293
	0,087
	-0,0019
	0,555
	0,158
	

	exp2ry
	0,0265
	0,00046
	0,029
	-0,0013
	0,325
	0,189
	

	scesstds
	0,0271
	-0,00034
	0,018
	-0,002
	0,527
	0,149
	

	pop
	0,0282
	0,000003
	0,009
	-0,002
	0,518
	0,176
	

	Sample: EUR15+US,JA,CA,CH,NO,IS,AU & NZ = 138 obs. max.
	 
	 
	 


�Research Director, EcoMod


� The work on theoretical growth model started of course well before that date in the early fifties with the works of Harrod, Domar, Solow, Swan, Tobin, Kaldor, J. Robinson, etc…


� The most significant variable is the dummy variable for East-Asia!


� Since cross-correlation are positive and negative, a variable strongly correlated with the other ones , both positively and negatively would have a very low average level  since positive and negative elements would cancel each others out in the averaging process.


� Even if a supercomputer was able to run 10 million regressions per second, 24 hours per day each day of the week, 1.4 1014  regressions would require 162 days!


� I have used Mathematica since the first DOS version back in the 80s when 32 bits PC (Intel 386) appeared and, since the learning curve is steep I continue to use it although most of the authors in the Bayesian field are using either Matlab or Fortran routines.


� The time required was 5918 seconds on a dual 2.8GHz PC with 1015 Mb of RAM
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		Table 5, regression of y/cap growth on each explanatory variable with addition of the lagged level of income/cap

		(variables are ranked by decreasing t-test on the retained explanatory variable,)

				Coeff,		STd error		t-test		Ln(Y/cap lagged)		STd error		t-test		corrected R²		α test				ycapgrowth		as a function of		Coeff,		STd error		t-test		corrected R²

		ictvainnfb		0.0081		0.0013		6.165		0.0298		0.0167		1.783		0.888								ictvainnfb		0.0072		0.0014		5.350		0.843

		fdiy		0.423		0.093		4.536		-0.0051		0.0057		-0.876		0.414								fdiy		0.4090		0.0886		4.613		0.346

		fdii		0.1076		0.026		4.133		-0.0057		0.0063		-0.897		0.398								fdii		0.1012		0.0244		4.146		0.327		α ≤ 1%

		fdigrossy		0.1473		0.0403		3.852		-0.0106		0.0069		-0.793		0.379		α ≤ 1%						fraser		1.1642		0.2867		4.061		0.296

		fraser		1.361		0.373		3.651		-0.0046		0.007		-0.651		0.361								fdigrossy		0.1339		0.0379		3.530		0.149

		smc		0.00015		0.00005		3.084		-0.003		0.0073		-0.409		0.385								fraseravg		0.9002		0.2693		3.343		0.127

		fraseravg		0.922		0.314		2.931		-0.00229		0.00558		-0.411		0.202								smc		0.000143		0.000046		3.117		0.364

		ictinv		0.0212		0.0075		2.827		-0.0099		0.0108		-0.915		0.436								ictinv		0.0174		0.0060		2.900		0.448

		open		0.074		0.033		2.215		-0.0019		0.0098		-0.197		0.313								htx		0.0864		0.0313		2.758		0.424

		tdir		0.0691		0.0322		2.144		-0.0019		0.0057		-0.341		0.145		α ≤ 5%						open		0.0681		0.0296		2.296		0.321		α ≤ 5%

		htx		0.1092		0.0525		2.075		-0.0076		0.0137		-0.552		0.516								tdir		0.0653		0.0290		2.252		0.132

		gfcf		0.2027		0.1006		2.013		0.005		0.0063		0.794		0.237								frasercpdavg		0.5925		0.2903		2.041		0.163

		frasercpdavg		0.732		0.367		1.994		-0.0051		0.0071		-0.705		0.204		α ≤ 10%						gfcf		0.1810		0.0980		1.934		0.197		α ≤ 10%

		frasercpd		0.601		0.321		1.874		-0.0039		0.0065		-0.609		0.151								frasercpd		0.4974		0.2731		1.821		0.248

		tot		0.0399		0.0298		1.339		-0.00011		0.00621		-0.018		0.158		α ≤ 20%						tot		0.0410		0.0276		1.487		0.147		α ≤ 20%

		tind		0.0436		0.0336		1.294		0.0066		0.0077		0.847		0.257								rdexp		0.9046		0.6789		1.333		0.345

		rdexp		0.731		0.696		1.049		0.0112		0.0118		0.953		0.351								tind		0.0350		0.0321		1.091		0.259

		kcg		0.081		0.087		0.926		0.0061		0.0073		0.831		0.209		α ≤ 50%						cred		0.0079		0.0088		0.895		0.165		α ≤ 50%

		cred		0.0076		0.0089		0.845		0.0021		0.0059		0.351		0.154								rdl		0.0852		0.0962		0.886		0.288

		rdl		0.0788		0.0978		0.806		0.0072		0.0104		0.691		0.289								software		0.0090		0.0111		0.814		0.275

		software		0.0097		0.0122		0.795		0.0059		0.0099		0.596		0.299								kcg		0.0511		0.0719		0.711		0.147

		popgrowth		0.2915		0.5355		0.544		0.00344		0.0062		0.549		0.165								popgrowth		0.2830		0.5250		0.540		0.151

		trf		0.0069		0.0233		0.296		0.0024		0.0066		0.357		0.178								trf		0.0101		0.0212		0.474		0.171

		role3ry		0.00329		0.0188		0.174		0.0033		0.008		0.409		0.222								role3ry		0.0038		0.0168		0.228		0.217

		scesstds		0.00058		0.03244		0.0179		0.00049		0.00608		0.081		0.136								scesstds		-0.000031		0.0320		-0.001		0.129

		serv		-0.0066		0.0507		-0.131		0.0047		0.0095		0.495		0.222		α > 50% !!						serv		-0.0001		0.0380		-0.002		0.156

		exp1ry		-0.0226		0.0843		-0.269		-0.0011		0.0076		-0.148		0.145								tax		-0.0021		0.0424		-0.049		0.206		α > 50% !!

		pop		-0.00025		0.00063		-0.403		0.0098		0.0123		0.805		0.215								deprat2060		-0.0026		0.0136		-0.193		0.245

		intg		-0.0149		0.0367		-0.407		0.0042		0.0071		0.585		0.206								exp1ry		-0.0240		0.0820		-0.294		0.159

		educ		-0.0958		0.2146		-0.446		0.0035		0.0068		0.517		0.211								intg		-0.0102		0.0324		-0.313		0.145

		patentsepo		-0.000077		0.000127		-0.609		0.0136		0.0106		1.291		0.338								educ		-0.0720		0.2080		-0.344		0.202

		deprat2060		-0.0123		0.0189		-0.649		0.00204		0.0117		0.173		0.263								deprat3060		-0.0054		0.0116		-0.471		0.230

		tax		-0.0439		0.0617		-0.712		0.0082		0.0096		0.857		0.252								deprat1564		-0.0118		0.0234		-0.506		0.259

		patentsuspto		-0.00014		0.0002		-0.713		0.0135		0.014		1.299		0.339								rg		-0.0236		0.0446		-0.534		0.242

		deprat4060		-0.0075		0.0089		-0.839		0.00066		0.00997		0.067		0.263		α ≤ 50%						patentsepo		-0.0001		0.0001		-0.610		0.269

		tarif		-0.0979		0.1006		-0.973		0.00042		0.00715		0.058		0.218								deprat4060		-0.0045		0.0072		-0.624		0.248

		deprat1564		-0.0313		0.0319		-0.982		0.000054		0.01183		0.005		0.278								patentsuspto		-0.0001		0.0002		-0.676		0.281

		exp3ry		-0.0241		0.0218		-1.103		0.0015		0.0081		0.188		0.241								exp2ry		-0.0470		0.0480		-0.976		0.144		α ≤ 50%

		exp2ry		-0.0574		0.0509		-1.127		0.0035		0.0066		0.529		0.174								exp3ry		-0.0200		0.0200		-0.992		0.222

		debt		-0.0119		0.006		-1.198		0.0075		0.00053		1.408		0.201								tarif		-0.0977		0.0917		-1.066		0.227

		deprat3060		-0.0251		0.0201		-1.252		-0.0077		0.0153		-0.504		0.284								pop		-0.0001		0.0001		-1.348		0.149		α ≤ 20%

		rg		-0.0795		0.0591		-1.346		0.0118		0.0099		1.185		0.281		α ≤ 20%						debt		-0.0088		0.0060		-1.477		0.165

		cpistd		-0.362		0.191		-1.905		-0.001		0.008		-0.516		0.274		α ≤ 10%						ssc		-0.0303		0.0185		-1.639		0.145		α ≤ 10%

		ssc		-0.0382		0.0191		-1.997		0.0064		0.0056		1.139		0.124								cpistd		-0.2890		0.1610		-1.796		0.244

		or		-0.175		0.0817		-2.143		0.0013		0.0072		0.181		0.305		α ≤ 5%						or		-0.1682		0.0795		-2.116		0.303		α ≤ 5%

		cg		-0.262		0.101		-2.581		0.00884		0.0079		1.062		0.339								cg		-0.2261		0.0970		-2.332		0.323

		teg		-0.142		0.041		-3.519		0.0154		0.0085		1.801		0.421		α ≤ 1%						teg		-0.1058		0.0380		-2.783		0.369		α ≤ 1%
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				Table 4, Single regression of Y/cap growth on each explanatory variables,

				(variables are ranked by decreasing values of the t-tests)

						Coeff,		STd error		t-test		corrected R²				Significance α test						ygrowth on		coeff,		t-test		R^2				Significance α test

				ictvainnfb		0.0072		0.0014		5.350		0.843										fdiy		0.439		4.931		0.378

				fdiy		0.4090		0.0886		4.613		0.346										ictvainnfb		0.0067		4.792		0.821

				fdii		0.1012		0.0244		4.146		0.327				α ≤ 1%						fdii		0.107		4.349		0.352

				fraser		1.1642		0.2867		4.061		0.296										fraser		1.206		4.098		0.284				α ≤ 1%

				fdigrossy		0.1339		0.0379		3.530		0.149										fdigrossy		0.138		3.600		0.350

				fraseravg		0.9002		0.2693		3.343		0.127										smc		0.015		3.299		0.381

				smc		0.000143		0.000046		3.117		0.364										fraseravg		0.941		3.155		0.181

				ictinv		0.0174		0.0060		2.900		0.448										ictinv		0.019		3.129		0.481

				htx		0.0864		0.0313		2.758		0.424										htx		0.092		3.009		0.404

				open		0.0681		0.0296		2.296		0.321				α ≤ 5%						popgrowth		1.234		2.328		0.210				α ≤ 5%

				tdir		0.0653		0.0290		2.252		0.132										open		0.065		2.241		0.336

				frasercpdavg		0.5925		0.2903		2.041		0.163										gfcf		0.228		2.232		0.266

				gfcf		0.1810		0.0980		1.934		0.197				α ≤ 10%						frasercpdavg		0.544		1.728		0.200				α ≤ 10%

				frasercpd		0.4974		0.2731		1.821		0.248										tdir		0.056		1.682		0.188

				tot		0.0410		0.0276		1.487		0.147				α ≤ 20%						frasercpd		0.458		1.551		0.199

				rdexp		0.9046		0.6789		1.333		0.345										rdexp		0.966		1.408		0.360				α ≤ 20%

				tind		0.0350		0.0321		1.091		0.259										kcg		0.088		1.149		0.196

				cred		0.0079		0.0088		0.895		0.165				α ≤ 50%						cred		0.011		1.148		0.226

				rdl		0.0852		0.0962		0.886		0.288										tot		0.033		1.118		0.192				α ≤ 50%

				software		0.0090		0.0111		0.814		0.275										tind		0.031		0.974		0.269

				kcg		0.0511		0.0719		0.711		0.147										rdl		0.0901		0.932		0.309

				popgrowth		0.2830		0.5250		0.540		0.151										software		0.0091		0.819		0.285

				trf		0.0101		0.0212		0.474		0.171										scesstds		0.0076		0.232		0.181

				role3ry		0.0038		0.0168		0.228		0.217										trf		0.005		0.215		0.216

				scesstds		-0.000031		0.0320		-0.001		0.129										role3ry		0.0011		0.059		0.243

				serv		-0.0001		0.0380		-0.002		0.156										serv		-0.0004		-0.001		0.199

				tax		-0.0021		0.0424		-0.049		0.206				α > 50% !!						tarif		-0.012		-0.124		0.217

				deprat2060		-0.0026		0.0136		-0.193		0.245										deprat2060		-0.0029		-0.203		0.277				α > 50% !!

				exp1ry		-0.0240		0.0820		-0.294		0.159										deprat3060		-0.0031		-0.257		0.253

				intg		-0.0102		0.0324		-0.313		0.145										deprat4060		-0.0037		-0.492		0.274

				educ		-0.0720		0.2080		-0.344		0.202										tax		-0.025		-0.508		0.266

				deprat3060		-0.0054		0.0116		-0.471		0.230										deprat1564		-0.0127		-0.512		0.291

				deprat1564		-0.0118		0.0234		-0.506		0.259										patentsepo		-0.00006		-0.563		0.321

				rg		-0.0236		0.0446		-0.534		0.242										intg		-0.022		-0.639		0.199

				patentsepo		-0.0001		0.0001		-0.610		0.269										patentsuspto		-0.00011		-0.678		0.327

				deprat4060		-0.0045		0.0072		-0.624		0.248										exp1ry		-0.057		-0.690		0.123

				patentsuspto		-0.0001		0.0002		-0.676		0.281										pop		-0.00017		-0.973		0.272

				exp2ry		-0.0470		0.0480		-0.976		0.144				α ≤ 50%						educ		-0.232		-1.027		0.271				α ≤ 50%

				exp3ry		-0.0200		0.0200		-0.992		0.222										rg		-0.052		-1.031		0.298

				tarif		-0.0977		0.0917		-1.066		0.227										exp3ry		-0.024		-1.101		0.253

				pop		-0.0001		0.0001		-1.348		0.149				α ≤ 20%						cpistd		-0.213		-1.245		0.253

				debt		-0.0088		0.0060		-1.477		0.165										exp2ry		-0.065		-1.310		0.163				α ≤ 20%

				ssc		-0.0303		0.0185		-1.639		0.145				α ≤ 10%						debt		-0.0098		-1.442		0.039

				cpistd		-0.2890		0.1610		-1.796		0.244										ssc		-0.037		-1.871		0.181				α ≤ 10%

				or		-0.1682		0.0795		-2.116		0.303				α ≤ 5%						or		-0.168		-1.997		0.332

				cg		-0.2261		0.0970		-2.332		0.323										cg		-0.295		-2.841		0.386				α ≤ 1%

				teg		-0.1058		0.0380		-2.783		0.369				α ≤ 1%						teg		-0.139		-3.516		0.446
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		Components		Cumulation

		0.654		0.654

		0.1869		0.8409

		0.0575		0.8984

		0.0244		0.9228

		0.0211		0.9439

		0.0182		0.9621

		0.0177		0.9798

		0.0115		0.9913

		0.0078		0.9991

		0.0004		0.9995






